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Outline
1. What’s in a brain? Crash course in (visual) neuroscience:

 Cortical Hierarchy
 Receptive fields
 Selectivities (features, object, classes)
 Concept cells

2. What’s in a CNN? Deepdream, visualization (explainability/interpretability) tools, examples…

3. Brain/CNN comparisons:
 RSA (representational similarity analysis): fMRI, MEG, single-units
 Brainscore
 Case study: CLIP-multimodal

4. Other issues about the biological plausibility of Deep Learning: 
 Spikes
 Adversarial attacks
 Backprop
 Attention/transformers
 Recurrence…
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1. What’s in a brain? Crash course in (visual) neuroscience

• Cortical hierarchy
• Receptive fields
• Selectivities (features,

objects, classes)

How is feature selectivity constructed? 
Example for an orientation detector (V1)

Repeating this pattern across the visual field:
~equivalent to convolution operation

5x5 kernel

3 channels



1. What’s in a brain? Crash course in (visual) neuroscience

• Cortical hierarchy
• Receptive fields
• Selectivities (features,

objects, classes)

More elaborate selectivities: 
contours, textures, shapes (V2, V4)

Kim, Bair & Pasupathy, J Neurosci (2019)



1. What’s in a brain? Crash course in (visual) neuroscience

• Cortical hierarchy
• Receptive fields
• Selectivities (features,

objects, classes)

Even more elaborate selectivities: 
object parts, shapes, classes (IT)

Tanaka, Annual Rev. Neurosci (1996)



1. What’s in a brain? Crash course in (visual) neuroscience

• Cortical hierarchy
• Receptive fields
• Selectivities (features,

objects, classes)

The big picture
Beyond single-unit preferences: 
population-level representations
(IT)

Charest et al, PNAS (2014)



1. What’s in a brain? Crash course in (visual) neuroscience

Still more elaborate selectivities: 
concept cells (Hippocampus)
Are these « grandmother » neurons?

• Cortical hierarchy
• Receptive fields
• Selectivities (features,

objects, classes)

Quiroga, Reddy et al, Nature (2005)



• Cortical hierarchy
• Receptive fields
• Selectivities (features, objects, classes)
• Concept cells

1. What’s in a brain? Crash course in (visual) neuroscience



• Hierarchical structure

2. What’s in a CNN?

InceptionV1

GoogleNet



• Convolutions + Receptive Fields

2. What’s in a CNN?
layer RF size

Conv2d_1a_3x3 3

Conv2d_2a_3x3 7

Conv2d_2b_3x3 11

MaxPool_3a_3x3 15

Conv2d_3b_1x1 15

Conv2d_4a_3x3 23

MaxPool_5a_3x3 31

Mixed_5b 63

Mixed_5c 95

Mixed_5d 127

Mixed_6a 159

Mixed_6b 351

Mixed_6c 543

Mixed_6d 735

Mixed_6e 927

Mixed_7a 1055

Mixed_7b 1183

Mixed_7c 1311

layer RF size

resnet_v1_50/block1 35

resnet_v1_50/block2 99

resnet_v1_50/block3 291

resnet_v1_50/block4 483

ResNet50

InceptionV3

ImageNet: 224x224 pixels
3x3 35x35

483x483



• CNNs are (roughly) biologically plausible:
• Hierarchical structure
• Convolutions
• Receptive fields
• Feature/object selectivity?

2. What’s in a CNN?



• How to peek within the black box?
• Deepdream

2. What’s in a CNN?



• How to peek within the black box?
• Deepdream – across layers of GoogleNet

2. What’s in a CNN?



• How to peek within the black box?
• How does Deepdream (and feature visualization) work?
 Gradient descent on image (starting from noise, or from a given image)
 with a neuron/channel/layer activation as the objective function to maximize
 possibly with priors/regularization to impose constraints on images
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• How to peek within the black box?
• How does Deepdream (and feature visualization) work?
 Gradient descent on image (starting from noise, or from a given image)
 with a neuron/channel/layer activation as the objective function to maximize
 possibly with priors/regularization to impose constraints on images

2. What’s in a CNN?

No regularization

Full regularization



2. What’s in a CNN?



• How to peek within the black box?

2. What’s in a CNN?

Olah, et al., "Feature Visualization", Distill, 2017.

(Every image in this section can be reproduced with the notebooks available at https://github.com/tensorflow/lucid )
(I also strongly recommend exploring some pre-computed visualizations at https://microscope.openai.com/models)



• Feature visualization vs. Dataset Examples

2. What’s in a CNN?

Olah, et al., "Feature Visualization", Distill, 2017.



• Diversity in feature visualization

2. What’s in a CNN?

Olah, et al., "Feature Visualization", Distill, 2017.



• Diversity in feature visualization
 Just add a « diversity term » to the loss

2. What’s in a CNN?

Olah, et al., "Feature Visualization", Distill, 2017.



• Feature visualization vs. attribution

2. What’s in a CNN?

Olah, et al., "Feature Visualization", Distill, 2017.



• Visualizing the learned weights (not just activations)
 This can tell us about the neural « circuits »

2. What’s in a CNN?

Olah, et al., "Zoom In: An Introduction to Circuits", Distill, 2020 



• The big picture: joint encoding and representation at
the level of entire regions (activation atlas)

2. What’s in a CNN?

Carter, et al., "Activation Atlas", Distill, 2019 

InceptionV1
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2. What’s in a CNN?

Carter, et al., "Activation Atlas", Distill, 2019 
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• The big picture: joint encoding and representation at
the level of entire regions (activation atlas)

2. What’s in a CNN?

Carter, et al., "Activation Atlas", Distill, 2019 

Zoom on: animal heads (eyes, fur, nose…)



• The big picture: joint encoding and representation at
the level of entire regions (activation atlas)

2. What’s in a CNN?

Carter, et al., "Activation Atlas", Distill, 2019 

Zoom on: animal backs (fur, 4-legs…)



• The big picture: joint encoding and representation at
the level of entire regions (activation atlas)

2. What’s in a CNN?

Carter, et al., "Activation Atlas", Distill, 2019 

Zoom on: animal legs (feet, ground…)



• The big picture: joint encoding and representation at
the level of entire regions (activation atlas)

2. What’s in a CNN?

Carter, et al., "Activation Atlas", Distill, 2019 

Zoom on: types of ground (sand, dune…)



• The big picture: joint encoding and representation at
the level of entire regions (activation atlas)

2. What’s in a CNN?

Carter, et al., "Activation Atlas", Distill, 2019 

Zoom on: sea (beach, water…)



• The big picture: joint encoding and representation at
the level of entire regions (activation atlas)

2. What’s in a CNN?

Carter, et al., "Activation Atlas", Distill, 2019 

Zoom on: text (packages, websites…)



• The big picture: joint encoding and representation at
the level of entire regions (activation atlas)

2. What’s in a CNN?

Carter, et al., "Activation Atlas", Distill, 2019 

Zoom on: fruits (mangos, strawberries…)



• The big picture: joint encoding and representation at
the level of entire regions (activation atlas)

2. What’s in a CNN?

Carter, et al., "Activation Atlas", Distill, 2019 



• RSA (representational similarity analysis):
• fMRI
• MEG
• Single-units (Brainscore)

• Case study: CLIP multimodal neurons

3. Brain/CNN comparisons



• RSA (representational similarity analysis):

3. Brain/CNN comparisons

Kriegeskorte et al, “Representational similarity analysis – connecting 
the branches of systems neuroscience”, Front Sys Neurosci (2008)



• RSA (representational similarity analysis):

3. Brain/CNN comparisons

Khaligh-Razavi & Kriegeskorte, PLoS Comp Biol (2014)

In these 3 RDMs, there is a monkey, a human, and a DNN. Can you tell which is which?
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• RSA (representational similarity analysis):
• fMRI

3. Brain/CNN comparisons

Khaligh-Razavi & Kriegeskorte, PLoS Comp Biol (2014)



• RSA (representational similarity analysis):
• fMRI

3. Brain/CNN comparisons

Guclu & van Gerven, J Neurosci (2015)



• RSA (representational similarity analysis):
• fMRI

3. Brain/CNN comparisons

Cichy et al, Sci Reports (2016)
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• RSA (representational similarity analysis):
• fMRI
• MEG

3. Brain/CNN comparisons

Cichy & Teng, Phil Trans B (2017) Cichy et al, Sci Reports (2016)
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• RSA (representational similarity analysis):
• fMRI
• MEG
• Single-units

3. Brain/CNN comparisons

Cadieu et al, PLoS Comp Biol. (2014) Yamins et al, PNAS (2014) 



3. Brain/CNN comparisons

Schrimpf, …Di Carlo, Neuron (2020) 

Brainscore
(www.brain-score.org)



• Case study: CLIP multimodal neurons = concept cells?

3. Brain/CNN comparisons

Radford, et al. (openAI), "Learning Transferable Visual Models From Natural Language Supervision ", arXiv 2021. 

This is a ResNet

This is a GPT

Training:
the contrastive loss 
is back-propagated 

through both 
models



• Case study: CLIP multimodal neurons = concept cells?

3. Brain/CNN comparisons

Radford, et al. (openAI), "Learning Transferable Visual Models From Natural Language Supervision ", arXiv 2021. 



• Case study: CLIP multimodal neurons = concept cells?

3. Brain/CNN comparisons

Goh, et al., "Multimodal Neurons in Artificial Neural Networks", Distill, 2021. 
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• Case study: CLIP multimodal neurons = concept cells?

3. Brain/CNN comparisons

Goh, et al., "Multimodal Neurons in Artificial Neural Networks", Distill, 2021. 



• Case study: CLIP multimodal neurons = concept cells?
Not fully like humans, yet…

3. Brain/CNN comparisons

Goh, et al., "Multimodal Neurons in Artificial Neural Networks", Distill, 2021. 



• CNNs are (roughly) biologically plausible:
• Hierarchical structure
• Convolutions
• Receptive fields
• Feature/object selectivity (RSA, BrainScore, concept cells)

• Other aspects of Deep Learning are not:
1. Spikes (vs. continuous/floating point values)

2. Adversarial attacks!
3. Backpropagation (globally available error signals?)

4. Visual attention/Transformers (Attention control within the feature extraction
hierarchy?)

5. Feed-forward models (recurrence is not just for text/audio inputs)

4. Other issues on DL biological plausibility



2. Adversarial attacks

4. Other issues on DL biological plausibility

original “attack”
original + attack

=“ostrich”

Szegedy et al, 2013

Fast gradient sign method, Goodfellow et al, 2014

Can be very problematic for AI



3. Backpropagation

4. Other issues on DL biological plausibility

Lilicrap et al, Nature Reviews Neuroscience 2020
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Visual attention in the brain

Hierarchy of 
visual areas 

≈
deep conv. net

Frontoparietal
attention network

Vision Transformer:

Patel et al., PNAS (2015)



Schrimpf, …Di Carlo, Neuron (2020) 

Brainscore
(www.brain-score.org)

Vision Transformers are not very
close to brain processing

Visual attention in the brain
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5. Feed-forward models?

4. Other issues on DL biological plausibility

Kar et al, Nat. Neurosci 2019

• May be a good 
model for rapid, 
automatic vision in 
the brain

• But not for 
conscious/attentive 
perception



• CNNs are (roughly) biologically plausible:
• Hierarchical structure
• Convolutions
• Receptive fields
• Feature/object selectivity (RSA, BrainScore, concept cells)

• Other aspects of Deep Learning are not:
1. Spikes (vs. continuous/floating point values)

2. Adversarial attacks!
3. Backpropagation (globally available error signals?)

4. Visual attention/Transformers (Attention control within the feature extraction
hierarchy?)

5. Feed-forward models (recurrence is not just for text/audio inputs)

CONCLUSION



…
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